
1 
 

Some notes about the application of statistics 

Dipl.- Ing. (FH) Klaus Hoffmann, Derikumer Weg 26, Neuss, 15.12.2020 
 

Introduction  
The roots of statistics go back to 5000 years into the past. The first censuses were already executed in 

ancient Egypt more than 2000 years ago. Today, the statistics are more or less omnipresent. [1] 

„Statistics that's a subject that you could, and should, use on [a] daily basis.” Statistics enables 
the analyst to analyse trends. „It's predicting the future.” […] „In summary, instead of our 
students learning about the techniques of calculus, I think it would be far more significant if all 
of them knew what two standard deviations from the mean means.” [2] 

The intended audience of this paper are engineers, practitioners, writers who are not primarily 

statisticians and naturally interested readers. For this reason, this paper is based on a rather heuristic 

approach to make the explanations easy to understand. The science of statistics deals with the 

collection, analysis, interpretation and presentation of data. Statistics is based on the so- called 

induction, i.e. on the abstracting conclusion from an observed phenomenon to gain knowledge. [3] A 

statistic is a numerical characteristic of the sample; a statistic estimates the corresponding population 

parameter and draws conclusions regarding the population [4, 5] The ways to achieve all these 

mentioned statistical aspects has to be seen under the influence of the economic efficiency of the 

statistical analysis in combination with the technological progress which can be reached.  This script, 

will show the basic principle briefly, to realise a statistical test as one example of the application of a 

statistical method as part of the mathematical statistics. [6] Inferential statistics, also called statistical 

inference or inductive statistics, deals with the estimation of population parameters based on a sample. 

Statistical inference uses probabilities to determine how confident the results can be that our 

conclusions are correct. Effective interpretation of data is based on good procedures for producing data 

with thoughtful examination. The understanding of the data set must come from the user. If the user can 

thoroughly grasp the basics of statistical evaluation, the person can be more confident of the decisions 

based on the statistical method. Statistical testing is a part of a much larger concept. This concept begins 

with a set of assumptions upon the theory, the model of distribution. [4, 5, 7, 8] In most cases the model 

of distribution is based on a hypothetical distribution, which is used to approximate the empirical 

distribution. [3] This theory, if it has validity, will lead to predictions; which is called hypotheses. This is 

the role of statistics in this case, to test the hypotheses of theories to determine if they should be 

admitted into the accepted body of knowledge or not. This process is called " hypothesis testing." The 

beginnings of the hypothesis testing go back to pioneers like Francis Ysidro Edgeworth (1885) (1845-

1926) and Karl Pearson (1900) (1857-1936). Both started to formulate the fundamentals of statistical 

testing more systematically. [3] The classical test theory based for the most part on the works by two 

mathematicians J. Neyman (1894-1981) und E. S. Pearson (1895–1980). In parallel with, an „original 

version” of the significance test by R. A. Fisher (1925) (1890-1962). [7] For the assessment of the test 

results the statistical significance will be used. The concept of statistical significance was first published 

in 1692 and 1710 by John Arbuthnot (1857-1936), therefore he is credited with "… the first use of 

significance tests …"[6] The examination of the statistical significance in relationship with the method of 

test statistic, the method of p-value for the testing hypotheses and the different uncertainties and errors 

will be discussed in this paper as an example for a better understanding and use of the statistical 

significance. [4, 5] Because a wrong interpretation the handling of the statistical significance etc. and 

the application of statistic in general can cause incorrect decisions with drastic consequences. [9, 10] 
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The continuous probability density function 

Continuous metric random numerical variables have many applications to describe technical 

processes. The graph of a symmetric continuous probability distribution is mostly represented by a 

curve shaped similar to a bell. The probability is represented by the area below this curve. The curve is 

called the probability density function. In general, the integral calculus is needed to analyse the area 
underneath the curve. The course of the curve approaches the x- axis asymptotically, whereby the area 

below the entire curve is 1. [4, 7, 8] When using a continuous probability distribution to model probability, 

the distribution used is selected to fit the particular situation in the best possible way. In the case of 

continuous random variables, the Gauß- distribution [1, 4, 7, 8], which was developed by Robert Adrain 

(1808) (1775 – 1843) and Johann Carl Friedrich Gauß (1809) (1777 - 1855) [11], and especially the 

Student's t- distribution are applicable for a lot of issues. [4, 7, 8] The second mentioned distribution 

was developed by William Sealy Gosset (1908) (1876-1937) under the pseudonym Student. Each 

particular distribution is associated with a hypothesis testing. The graph below (Figure 1) shows the 

standard normal distribution, as an example, with the area between x= 1 and x= 2 shaded to represent 

the probability that the value of the random variable x is in the interval between one and two. [4] 

 
Figure 1 [4]  

In the case of an infinite large size of numbers of samples, the normal distribution respectively the Gauß- 

distribution represents the central limit theorem [1, 4, 8] developed by Pierre-Simon (Marquis de) 

Laplace (1778) (1749 -1827) [11] When the number of samples is equal to or less than 30 [1, 4, 5] the 

central limit theorem is represented by the Student's t- distribution. The law of large numbers says, if 

you take more samples from any population (formular 1), then the mean of the sampling distribution 

(formular 2), tends to get  
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closer to the true population mean, the population standard deviation () (Formular 3) (Whereby  

represents also the inflexion point of the function of Gauß- distribution on the x- axis [1, 12]) and sample 

standard deviation (s) (Formular 4), consequently closer to reality. [4] 

 

𝜎 = ඨ
∑(𝑥 − 𝜇)ଶ

𝑁
 

                                Formular 3 

𝑠 = ඨ
∑(𝑥 − �̅�)ଶ

𝑛 − 1
 

                                Formular 4 

Both results of formular 3 () and formular 4 (s) represent the variability of the random variable (x) 

around the expected value (µ, xത). [12; 25] The law of large numbers is a natural law [13] and fundamental 

for the inductive statistics. [8] To obey this law, it is essential to take the following conditions into 

consideration: 

Any different sample has to be independent of each other, they have to be selected randomly [5, 13] to 
ensure representativeness [7] and they must not correlate with other samples and none of them must 

have a pivotal influence. [13] The law of large numbers represents formally the convergence of the 

means. [14] It is necessary to underscore that probability density functions in general are mathematical 

models which embodies a set of statistical assumptions concerning the generation of sample data and 

similar data from a larger population, consequential density functions are approximation functions to 

describe the reality.   

Also, valid here is the principle: A mathematical model is only as strong as its underlying assumptions. 

[4, 7, 8, 13, 15] The use of the central limit theorem goes further because its use makes it possible to 

describe the mean, the standard deviation and consequently the confidence interval of the theoretical 

distribution. The implications of an increase or decrease of the number of samples (n) is very important 

and far-reaching. The number of samples (n), influencesd the shape of the distribution curve as shown 

in figure 2. 

 
Figure 2  
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A smaller standard deviation () causes the graph of the distribution to be “higher”, this represents an 

increase of the maximum of the probability around the mean (µ), and “narrower” and covers less of the 

range of possible values than a distribution with a smaller number of samples. [4, 7] (Figure 3) 

 
           Figure 3 

The confidence interval  

The concept of the confidence interval based on an idea of Jerzy Neyman, it was presented to the Royal 

Statistical Society 1934 for the first time. [3] This concept is a part of the inferential statistics; it makes 

it feasible to estimate population parameters based on samples. It is a concept of estimation, with a 

known level of probability respectively accuracy. The determination of the confidence interval is based 

on the sample mean �̅� to estimate the population mean (µ) and the standard variation (s) to estimate the 

population standard deviation (). The influence of the sample size and the knowledge of the distribution 

are also essential in these analyses. [8] In contrast to the mentioned point estimations, the confidence 

interval is another type of estimating, it is an interval estimation. [1, 4, 5, 7, 8, 12] In other words, the 

confidence interval contains the most plausible values of the unknown parameter of interest. [7] The 

concept of confidence interval is based on the same fundamentals as the hypothesis tests. Among both 

mentioned concepts of inferential statistics exist a relationship respectively a duality. [3, 8] It follows 

that confidence intervals can also be interpreted as the interval on the abscissa, within the set of date 

caused that the corresponding null hypothesis cannot be rejected. [3] This interval estimate for the 

unknown population parameters depends on: 

 

• the desired confidence level, 

 

• information that is known about the distribution (for example, standard distribution receptively 

Gauß- distribution or t- distribution), 

 

• the sample and its size.  
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Concerning to the approximate normal distribution with a known population standard deviation () and 

t- distribution, it is mostly common to define a confidence interval of 95% of the samples which will be 

within a confidence coefficient of 1,96 (Zα) (normal distribution) standard deviations (1,96 ) of the 

population mean μ. The figure below shows an example, with a mean of 68 and the mentioned confidence 

interval of 95 %. 

 
 Figure 4 [4] 

 
Figure 5[4] 

This confidence interval implies two possibilities:  

Either the interval contains the true mean μ, or our sample produced an �̅� that is not within the interval 

of the true mean μ. The second possibility happens for only 5% (error) of the samples, because they 

are outside of the interval. For the confidence interval for a mean (µ) the formula is: 

𝜇 = �̅� ± 𝑍ఈ

𝜎

√𝑛
 

                                             Formular 5 

Zα is determined by the level of confidence desired by the analyst, and 
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                                             Formular 6 

is the standard deviation of the sampling distribution respectively standard error for means given by the 

central limit theorem. The Formular 6 describes the reduction of the population standard deviation, 

caused by the increase of samples. This reduction causes a more precise estimation of the mean of the 

population (µ) with the help of the mean of the random sample (�̅�). The error bound for a mean is a 

simplification of the description as shown below 

𝐸𝐵𝑀 = 𝑍ఈ

𝜎

√𝑛
 

               Formular 7 

The confidence interval estimation can be written: 
𝜇 = �̅� ± 𝐸𝐵𝑀 

      Formular 8 

The confidence level (CL) in the case of a one – side interval estimation is defined as  

1 = CL+ 

                   Formular 9 

respectively in the case of a two – side interval estimation as follows 

1 = CL +
α

2
+

α

2
 

    Formular 10 

Zα is the number of standard deviations where x lies from the mean with a certain probability.  A value 

of Zα = 1,96 represents a confidence level of 95% respectively a confidence coefficient of 0,95. The most 

convention in economics, technical- and also most social sciences sets confidence levels at either 90 % 

(Zα = 1,64), 95% (Zα = 1,96) certainty is considered as probable respectively significant [7], 99% (Zα = 

2,58) security is considered as significant respectively very significant [7] and 99,9 % (Z= 3.29) security 

is considered as highly significant. [1, 4, 5, 7, 8, 12]  

 
            Figure 6 [4] 

The confidence level and the width of the interval is a compromise.  In general, a narrow confidence level 

will be aspired, because a wide interval provides only little information. In contrast a high level of 

confidence within the interval will be requested, these are the inverse tendencies. The level of confidence 

must be pre- set and not subject to revision as a result of the calculations!  

There is absolutely nothing to guarantee that the results of the calculation will describe the reality 

correctly!  
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Furthermore, if the true mean falls outside of the interval, analyst will never know this. The analyst must 

always remember that we will never know the true mean.  Statistics allows the analyst, with a given level 

of probability (confidence), to determine that the true mean is within the calculated range.  This is what 

often called the "level of ignorance admitted". [3, 4] Confidence intervals generate, primarily, information 

about the accuracy of estimates. While hypothesis tests check the estimation and its compatibility with 

the observed sample data. [7]  

 

Hypothesis tests 

All statistical hypothesis tests and all statistical estimates - as the confidence interval - are derived via 

statistical models. More generally, statistical models are part of the foundation of statistical inference. 

[4, 16] These statistical inferences are often realised by e.g. the z- tests respectively Gauß- tests or the 

t-tests. To make decisions about claims by the means of statistic is called "hypothesis testing." [4] 

Hypothesis tests based on statistical significance are another way of expressing confidence intervals. [8, 

17] A hypothesis test specifies the result of a study in respect of the hypothesis at a pre- specified level 

of significance. The decisions based on the using of a prechosen measure of deviation from that 

hypothesis the so-called “test statistic” or the “p- Value.” [4] For more detailed information on this 

complex of themes, the author refers to bibliography. [3, 4, 5, 7, 8, 18] 

 

The statistical significance 

Statistical significance indicates the probability with which a result is produced only by chance. [19] 

Statisticians name differences among measurands or variables as significant, when the likelihood come 

about by chance is slight.  If something is significant it can be statistically inferred - e.g. with hypothesis 

tests - that a difference actually statistically existent. Nevertheless, such a difference is not necessarily 

coercively really existing. Even those differences which are statistically significant can be random. [8, 20] 

The term significance expresses that the decision will be made objectively based on the rules of the 

mathematical statistics and the fact that the decision will be made under the consideration of a certain 

significance level .[6] This significance level  will also be named - error, the type I error, error of the 

first kind, probability of error, statistical uncertainty, measure of risk or safety threshold. [12]  

 

 Statistical significance is a determination that the results in respect of the examined data sets 

are not explainable by chance alone.  
 

 Statistical significance is the likelihood that a relationship between two or more variables is 

caused by something other than chance. 

 

 Statistical significance is used to provide evidence concerning the plausibility of the null 

hypothesis (null hypothesis: It is a statement of no difference between a sample mean or 

proportion and a population mean or proportion.), in the using of statistical tests. [4] The 

definition of  determines the probability whether the test statistic is located in the region of 

rejection, under the assumption that the H0 is true. [3] This relationship shows the importance 

to perform distribution tests concerning the distribution underneath H0 and that sampling was 

taken representatively. [18] 
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Compressed into one phrase: Statistical hypothesis testing is used to determine whether the result of a 

data set is statistically significant. [4] Ronald Aylmer Fisher mentioned (1925), that the original intention 

for statistical significance was simply a tool to indicate when a result warrants further scrutiny.  

Statistical significance was never meant to imply scientific importance. [21]   

 

Outcomes and the type I, type II and type III errors 

When the analyst performs a hypothesis test, there are four possible outcomes depending on the actual 

truth (or falseness) of the null hypothesis H0 and the decision to reject or not. [4] Incorrect decisions are 

generally possible, because statistical tests based on samples and not on the real population, therefore 

systematic and random errors can occur. [8] There are two types of errors, the already mentioned the 

type I -error (- error) that the decision H1 is true, although H0 is true. The probability of this type of error 

is controlled by the level of significance . The type II error the - error is the decision that H0 is true, 

although H1 is true. The four possible decision options are shown in Tab.1 
 
  

H0 (null hypothesis) H1 (alternative hypothesis) 
  H0 is true H1 is true 

  
Condition of the population µ equates 

H0 
Condition of the population µ equates 

H1 

Decision for H0 
Right decision                                              
(1- )- confidence interval 

False decision                                                
 error, false negative                     
(Type II error) 

Decision for H1; 
H0 will be 
rejected 

False decision                                                
 error, false positive                            
(Type I error, significance level )

Right decision                                              
(1- )- power 

          [3, 8, 12] Tab. 1  

Each of the errors occur with a particular probability.  Generally, the error of first type is selected as the 

more serious error. An analyst cannot reject the null hypothesis within the probability of (1-α), the 
confidence interval. The determination of the significance level  determines also the probability of the 

error of second type (error) [4, 7, 12] this definition of  makes the determination of  possible [3]. A 

reduction of  causes the enlargement of thus both are inversely linked. The error should be reduced 

as much as possible so that the correct hypothesis is not rejected. If the distance between the parameter 

value (mean value in this example) of the sample and the true value of the mean of the population are 

large, a small  error value will be produced. The probability (1 – β) the so-called power respectively 

power of the test, quantifies the likelihood that a test will yield the correct result of a true alternative 

hypothesis being accepted. [4] On the other hand, when the distance between the mean values 

respectively the parameter values becomes closer, the  error value increases. Following on the 

interdependence of both errors, both cannot be reduced simultaneously. Based on the law of large 

numbers, an increase of the sample size reduces the dispersion and this causes an increase of the 

sample size makes it more likely to produce a significant result. [3, 7, 8, 12, 18] The  error can also be 

interpreted as the risk to accept an effect which does not exist. And the  error can -next to the above 

mentioned- also be interpreted as the risk to overlook an effect which does exist. [18] 
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                                                                                                                                               [4,22] Figure 7 

Figure 7 visualise an example of a two- sided hypothesis test. The distribution in the centre is marked 

H0 and represents the distribution for the null hypotheses H0: μ = 100. There are, in fact, an infinite 

number of distributions from which the data could have been drawn. These infinite numbers of 

distributions underneath Ha are unknown. Therefore, the probability for the - error depends also on the 

distributions below Ha [7] To test a hypothesis, the analyst takes a sample from the population and 

determines if it could have come from the hypothesized distribution with an acceptable level of 

significance. If the sample mean marked as X1 is in the tail of the distribution of H0, the analyst concludes 

that the probability that it could have come from the H0 distribution is less than alpha. The analyst 

consequently state, "the null hypothesis cannot be accepted with (α) level of significance". The truth may 

be that this X1 did come from the H0 distribution. If this is so then we have falsely rejected a true null 

hypothesis and have made a Type I error. Statistics have to provide an estimate about what we know. It 

is also seen in Figure 7 that the sample mean could really come from the Ha distribution, but within the 

boundary set by the - level. Such a case is marked as X2. There is a probability that X2 actually came 

from Ha but shows up in the range of H0 between the two tails. This probability is the - error. The 

fundamental problem is that it is only possible to set the - error because there are an infinite number 

of alternative distributions. As a result, the statistician places the burden of proof on the alternative 

hypothesis. The example above for a test of a mean, represents the same logic which is applicable to 

tests of hypotheses for all statistical parameters which the analyst wants to test. [4] It is essential to 
point out, that decisions are always made on the basis of H0 and its properties. [3].  Some statisticians 

are adopting a third type of error, Type III error, which is where the null hypothesis was correctly rejected 

but for the wrong reason. The problem is that there may indeed be some relationships between the 

variables, but these influences are not considered or stated in the hypothesis. There is no error in 
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rejecting the null hypothesis, but the error lies in accepting an incorrect alternative hypothesis. The 

economist Howard Raiffa named this error Type 0 and described this error as getting the correct answer 

to an incorrect question. [23] 

 

The statistical power and effect sizes 

The different difficulties especially concerning the interpretation of significance and the description of 

the errors I and II are not only described to sensitise the reader. Next to other methods like the tests 

concerning the distribution, the methods of descriptive statistics, it is fundamental to analyse samples 

properly. In that respect the Shapiro- Wilk test and the Kolmogorov- Smirnov test or the Q-Q- plot should 

also be mentioned as further examples. [18] These methods were used to check normality of the data, 

which is often an assumption of statistical tests. To handle the interpretation of significance and the - 

error the effect sizes and the statistical power are suitable and powerful statistical tools. 

 

Statistical power 

Statistical power, or the power of a hypothesis test is the probability that the test correctly rejects the 

null hypothesis. That is, the probability of a true positive result. It is only useful when the null hypothesis 

is not true “… statistical power is the probability that a test will correctly reject a false null hypothesis. 

Statistical power has relevance only when the null is false.” [18, 24] The higher the statistical power for 

a given experiment, the lower the probability of making a Type II error, which is the higher the probability 

of detecting an effect when there is an effect. In fact, the power is precisely the inverse of the probability 

of a Type II error. Power analyses are normally run before a study is conducted. A prospective or a priori 

power analysis can be used to estimate any one of the four power parameters but is most often used to 

estimate required sample sizes. [24] 

 

The power is defined as follows: 

power = 1-

                                                                                                                                 [4, 8, 18] Formular 11 

       • Low Statistical Power: Large risk of committing Type II errors. 

 

       • High Statistical Power: Small risk of committing Type II errors. 

 

It is common to design experiments with a statistical power of 80% or more. This means a 20% (= 20%) 

probability of encountering a Type II error. [8, 18, 25] This is different to the 5% (= 5%) likelihood of 

encountering a Type I error for the standard value for the significance level. 

Statistical power is one piece of a set of four power parameters respectively statistical tools which were 

used to analyse and influence the power.  The hereinafter mentioned influencing factors are the most 

important points from the statistical point of view: 

 

 The Sample Size. The number of observations in the sample. 

 The increase of sample size causes an increase of the power.  

 

 The Significance. The significance level used in the statistical test. 

 The increase of the significance level (- level) causes an increase of the power. 
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 The Standard deviation. The number that is equal to the square root of the variance and 

measures how far data values are from their mean. 

The increase of the standard deviation causes a decrease of the power. 

 

 The Hypothesis for a one or a two-tailed test. 

The application of the one-tailed test causes an increase of the power.  

 

 The Effect Size (which will be discussed later). The quantified magnitude of a result present in 

the population. The increase of the effect sizes causes an increase of the power. [4, 18, 24] 

 

The calculation of the -Error respectively the power is possible, under the assumption that the 

distribution of the alternative hypothesis is normally distributed. Generally, the distribution below Ha 

(Figure 7) is often unknown and therefore, it is common practice to use specialised software. [28] 

Beside the described use of statistical power, this approach offers also the analyst a way to identify the 

most suitable test among competing tests. [8] 

 

Effect sizes  

“Statistical significance is the least interesting thing about the results. You should describe the results 

in terms of measures of magnitude - not just, does a treatment affect people, but how much does it 

affect them.” Gene V. Glass [3] 

Effect sizes are the most important outcome of empirical studies. Analysts are often reminded to report 

effect sizes, because they are useful for three reasons: 

 

 First, they allow researchers to present the magnitude of the reported effects in a standardized 

metric which can be understood regardless of the scale that was used to measure the dependent 

variable. Such standardized effect sizes allow researchers to communicate the practical 

significance of their results (what are the practical consequences of the findings for reality), 

instead of only reporting the statistical significance.  

 

 Second, effect sizes allow researchers to draw meta- analytic conclusions by comparing 

standardized effect sizes across studies.  

 

 Third, effect sizes from previous studies can be used when planning a new study. [25] Among 

other measures, "Cohens’ d“ is the most common. It is used in particular in the comparison 

between groups, like in the application of t- tests respectively z- tests. In contrast to the 

significance, the effect strength actually says something about the practical significance of 

results. A value of d = 0,1 [19] up to 0,2 [25] indicates a small effect, an effect strength from d= 

0,3 [19] up to 0,5 [25] indicates a mean effect and from about d= 0,5 [19] up to 0,8 [25]- and 

higher - the effect sizes indicates a strong effect. Research results that are relevant to practice 

should have the greatest possible impact strengths in basic research, a medium or even small 

effects can be of interest. [19, 25] 
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General conclusion 

Good statistical practice, is an essential component of good scientific practice, emphasized principles of 

good study design and conduct, a variety of numerical and graphical summaries of data, understanding 

of the phenomenon under study, interpretation of results in context and complete reporting and proper 

logical and quantitative understanding of what data summaries mean. [26] As Gelman and Stern 

famously observed, the difference between “significant” and “not significant” is not itself statistically 

significant. Moving beyond “statistical significance” opens researchers to the real significance of 

statistics, which is “the science of learning from data and of measuring, controlling, and communicating 

uncertainty”. It is possible to summarize the recommendations in two sentences (ATOM):  

 

 “Accept uncertainty. Be thoughtful, open and modest.”  

 

“Modelling assumptions should be sufficiently documented that independent parties can critique and 

replicate the work.” These include relevant prior evidence, plausibility of mechanism, study design and 

data quality, and the real- world costs and benefits that determine what effects are scientifically 

important. The scientific context of studies matters should guide the interpretation. “A core problem, is 

that both scientists and the public confound statistics with reality. But statistical inference is a thought 

experiment, describing the predictive performance of models about reality. Necessarily these models are 

simplified relative to the complexities of actual study conduct and of the reality being studied. Statistical 

results must eventually mislead when they are used and communicated as if they represent this complex 

reality, rather than a model for it. A better use of statistics is not a problem of statistical methods. It is a 

problem of interpretation and communication of results.” [21] „Our trust in science, like science itself, 

should be based on evidence, and that means that scientists have to become better communicators. 

They have to explain to us not just what they know but how they know it, and it means that we have to 

become better listeners. “ [27] 

This paper is based on a rather heuristic descriptions of frequently applied approaches which bases on 

the statistical test of the means and the use of the confidence intervals.  

The text should show critical points and also should show solutions. [8] The relevance of statistics with 

all its applications will increase in the future. The increased application not only based on economic 

reasons, [29] the increase of the available data volume and the increase of the performances of statistical 

software will make statistics and its application more important than in the past.  

In respect of technical systems, the use of artificial intelligence (AI), which based to a large 
extent on the application of statistical tools will become more important in the near future and 
will influence many areas of everyday life. A wide range of applications face technical as well as 
social challenges. [10] 

Therefore, a deeper understanding of the application of statistics is and will be increasingly important. 

The use and especially the correct and conscientious interpretation of statistical results will influence 

our future. 
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List of Abbreviations       

Dimension 

CL Confidence level      - 

EBM Error bound for a population mean    - 

H0 Null hypothesis       - 

H1 Alternative hypothesis      - 

N  Number of values in the population    - 

s Standard deviation of sample values    Different measurement units 

x  Number of successes in the sample    - 

Z  Critical value       - 

Z Critical value, that measures the probability of a type I error, α - 

µ  Population mean      Different measurement units 

�̅� Sample mean       Different measurement units 

n Sample size        - 

 Population standard deviation     Different measurement units 

 Probability of a Type I error     - 

 Probability of a Type II error     - 

(1- β)  Power of the test      - 

(1- ) Level of confidence      - 
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